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Abstract.  
In this article, we review unsupervised neural network learning procedures which can be applied to the task of preprocessing raw data to extract useful features for subsequent classification. The learning algorithms reviewed here are grouped into three sections: information-preserving methods, density estimation methods, and feature extraction methods. Each of these major sections concludes with a discussion of successful applications of the methods to real-world problems.
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1. Introduction

One of the more difficult and important parts of the classification process is the preprocessing of raw data to extract useful and appropriate features. The raw data are often too large or complex to be used directly as input to a classifier, leading to the 'curse of dimensionality' and other generalization problems if insufficient training examples are available. Even when this is not the case, simply reducing the number of variables representing the data can make learning easier in a later classifying stage. In some cases, prior knowledge about the problem can be used to determine heuristic features such as edges in an image classification problem. However, this is not possible in all cases, and may not be the complete solution in cases where such features are identifiable.

In this article, we review unsupervised neural network learning procedures which can be applied to this preprocessing task. In contrast to either supervised or reinforcement learning procedures, these unsupervised algorithms use no knowledge of the eventual targets or errors of the classification process. They learn their eventual operation purely from observing the raw input data.

The learning procedures reviewed here are grouped into three main categories. In section 2, we consider information-preserving methods. Here we cover principal component analysis (PCA) and principal subspace methods, temporal prediction of information, and independent component analysis (INCA), as well as direct minimization of information loss. In section 3 we consider density estimation methods related to maximum likelihood parameter estimation. These include so-called "one-of-n" encodings, which may be learned using various forms of competitive learning, and more advanced combinatorial representations. Finally, in section 4 we consider methods which aim to extract higher-order features from data, beyond the pre-processing stages in a system. These include the extraction of max-
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inally “selective” projections, the use of GMAX to detect statistical dependencies in the data, extraction of invariant features, and extraction of spatially invariant features using Imax. Each of these sections concludes with pointers to examples of applications for the techniques discussed within the section.

2. Information preserving algorithms

In this section we consider learning systems which attempt to preserve as much of the information in the input data as possible, while performing some simplification of the data such as dimension reduction. Since these unsupervised learning systems have no access to eventual classification performance, it is difficult to do anything other than attempt to preserve all the information in the input. The major part of this section considers principal component analysis (PCA) methods, from single component algorithms through to variants which extract M components.

2.1. Principal component analysis and subspace methods

Principal component analysis (PCA) is a popular dimension reduction and feature extraction method. It appears in the literature under various guises, including Factor Analysis [77], the discrete Karhunen-Loève transform (KLT) [26], and the Hotelling Transform [28]. This variety of names largely reflects its different applications.

Suppose that we have a zero-mean random vector \( \mathbf{x} = [x_1, \ldots, x_N] \) distributed with joint probability density \( p(\mathbf{x}) \) and covariance matrix

\[
\mathbf{Q}^x = E(\mathbf{x}\mathbf{x}^T).
\]

The normalized eigenvectors of \( \mathbf{Q}^x \) are denoted \( \mathbf{e}_1, \ldots, \mathbf{e}_N \), with corresponding eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \). If we were to form a transformed random vector

\[
\mathbf{y} = \mathbf{U}\mathbf{x}
\]

with the successive rows of an \( N \times N \) matrix \( \mathbf{U} \) set to the successive eigenvectors \( \mathbf{e}_i \) of \( \mathbf{Q}^x \), the new random vector \( \mathbf{y} = [y_1, \ldots, y_N] \) will have components \( y_j \) which are decorrelated from each other, and in order of decreasing variance

\[
\sigma^2_{y_j} = E(y_j^2) = \lambda_i.
\]

The first output component \( y_1 \) is called the principal component of the input, and for any \( M \), the first \( M \) output components \( y_1, \ldots, y_M \) are called the \( M \) principal components of the input. If this transform is performed by a neural network or similar process, we refer to \( \mathbf{x} \) as the input vector, and \( \mathbf{y} \) as the output vector.

In a practical application, instead of a random vector we typically see a sequence of sample vectors \( \mathbf{x}(t) \) for \( t = 1, 2, \ldots \) distributed according to \( p(\mathbf{x}) \). Often only a finite amount of data is available, so we only see a finite sequence of \( \tau \) samples (so \( t = 1, 2, \ldots, \tau \)). For large \( \tau \), the \( t \)-average

\[
\mathbf{Q}^{x(t)} = \langle \mathbf{x}(t)\mathbf{x}(t)^T \rangle
\]

is a reasonable estimate of the underlying covariance matrix \( \mathbf{Q}^x \). We can therefore form an estimate of the principal components of \( \mathbf{x} \) from our observations of the sample sequence \( \mathbf{x}(t) \). For the remainder of this section, we shall assume that the number of samples is large enough that \( \mathbf{Q}^x \) and \( \mathbf{Q}^{x(t)} \) are approximately equal.

In an \( N \)-input \( M \)-output linear neural network (Fig. 1), PCA is realized simply by setting the weight matrix \( \mathbf{W} \) such that the \( t \)th row \( \mathbf{w}_i \) is equal to the \( i \)th eigenvector \( \mathbf{e}_i \) of the input covariance matrix. The outputs \( y_i \) of the network are therefore the principal components of the input data.

The reason that PCA is useful for preprocessing is because of its information preserving properties. Given a number of outputs \( M \), it is the linear transform which minimizes the mean squared reconstruction error of the input.

---

\( \mathbf{Q}^x = E(\mathbf{x}\mathbf{x}^T) \).
sequence \( x(t) \) from the output sequence \( y(t) \) [26]. Also, it is the linear transform which preserves the maximum amount of Shannon information at the output, under assumptions of uncorrelated equal-variance additive Gaussian noise on the input signal [44], [65]. PCA is therefore an optimal linear dimension-reduction method.

**Classical Techniques for PCA** If the entire data sample sequence \( x(t) \) for \( t = 1, \ldots, \tau \) is available at once, the required weight vectors for PCA can be calculated using standard techniques such as singular value decomposition (SVD) [12]. A sequential version is also available, allowing the SVD to be updated as the data arrives. However, while SVD is an exact method, which will use all of the data in the input data sequence seen so far, it is rather complex for a neural network algorithm. In addition, it finds all \( N \) principal components of the input, even if only some small number \( M \ll N \) of principal components were needed.

If only the first principal component is needed, this can be estimated by repeated multiplication of an initially random vector by the input covariance matrix \( Q^x \) [27]. If we start with a random column vector \( w(0) \) and repeatedly apply the multiplication

\[
 w(k + 1) = Q^x w(k) \tag{5}
\]

the component of \( w(k) \) in the direction of the principal component will soon come to dominate, since it goes up with \( \lambda_k^2 \) which quickly becomes much larger than the corresponding factor for all other eigenvectors. Of course, the vector \( w(k) \) will periodically need to be re-scaled to prevent overflow, possibly by renormalizing so that its length \(|w(k)|\) is set to 1 after each step. Once the first principal component has been found, the second can be extracted by subtracting the effect of the first from the input data, and re-applying the modified data to a new random vector.

Unfortunately, while this method is simple enough to be a neural network algorithm, it can only be used when all the input data is available before the procedure starts, so that \( Q^x \) can be calculated. However, many neural network algorithms have been proposed which can find principal components, using relatively simple “online” algorithms operating on the data vectors as they arrive.

**Finding the first principal component** For our input vector \( x = [x_1, \ldots, x_N] \) and a single output

\[
 y(t) = w(t).x(t) = \sum_{i=1}^{N} w_i(t)x_i(t) \tag{6}
\]

the simple Hebbian algorithm

\[
 w_i(t+1) = w_i(t) + \epsilon x_i(t)y(t) \tag{7}
\]

which we can write in vector notation as

\[
 w(t+1) = w(t) + \epsilon x(t)y(t) \tag{8}
\]

will tend towards a vector in the direction of the principal component, but its length will tend to be unbounded. The factor \( \epsilon \) is a small update factor or ‘learning rate’ term. For theoretical convergence of algorithms such as those considered below, the update factor should decrease slowly with time, typically as \( \epsilon(t) = 1/t \). However, in a practical application, this can often lead to very slow convergence beyond small values of \( t \), so \( \epsilon \) is often set to a small constant instead. In this case, the algorithm will not fully converge to its stable point, but will make small random movements around it, depending on the size of \( \epsilon \).

Oja [54] modified this algorithm so that \( w \) is renormalized after each step, leading to the two-step algorithm

\[
 \dot{w}(t+1) = w(t) + \epsilon x(t)y(t) \tag{9}
\]

\[
 w(t+1) = \frac{w(t+1)}{|w(t+1)|} \tag{10}
\]

which ensures that \( w(t) \) has unit length for all time \( t > 0 \). The weight vector \( w(t) \) in this algorithm asymptotically converges to the principal component \( e_1 \) (or \(-e_1\)).

If the update factor \( \epsilon \) is sufficiently small, Oja [54] also showed that the two-step algorithm above can be approximated by the single-step algorithm

\[
 w(t+1) = w(t) + \epsilon (x(t)y(t) - w(t)y(t)^2) \tag{11}
\]
which is often referred to as “Oja’s Rule”. The weight vector in this algorithm also converges to the unit-length principal component, but without explicitly normalizing at each step. The $-w\dot{y}^2$ term on the right hand side of (11) tends to decrease the length of $w$ if it gets too large, while allowing it to increase if it gets to small.

Note in passing that the Oja Rule (11) is also a local algorithm, which can be seen more clearly if we write it in the form

$$w_i(t + 1) = w_i(t) + \epsilon(x_i(t)y(t) - w_i(t)y(t)^2). \quad (12)$$

The term local means that the change to the weight $w_i$ is determined purely by the activations $y$ and $x_i$ at either end of the weight, together with the weight value $w_i$ itself. Most of the neural network algorithms which extract more than one principal component are not local algorithms. This is somewhat important if we are looking for an algorithm which is biologically plausible, but is not so great a consideration for most practical applications.

**Re-estimation algorithms** Many algorithms have been suggested which extend the Oja Rule (11) to $M$ output units $y = [y_1, \ldots, y_M]$ where

$$y_j(t) = w_j(t)x(t) = \sum_{i=1}^{N} w_{ji}(t)x_i(t). \quad (13)$$

Many of these work in a hierarchical manner, arranging for the weights to the first output unit to be updated using the Oja Rule, but with the effect of earlier outputs either subtracted or decorrelated away from later units, thus forcing later units to extract different components.

For example, the Sanger [69] Generalized Hebbian Algorithm (GHA) incorporates a form of Gram-Schmidt orthogonalization (GSO) to give the algorithm

$$w_j(t + 1) = w_j(t) + \epsilon y_j(t)(x(t) - \bar{x}_j(t)). \quad (14)$$

where $\bar{x}_j(t)$ is given by

$$\bar{x}_j(t) = \sum_{k=1}^{j} w_k(t)y_k(t). \quad (15)$$

An alternative algorithm, also derived from GSO, is Oja and Karhunen’s Stochastic Gradient Algorithm (SGA) [57], [56]. This is the same form as GHA, but with (15) replaced by

$$\bar{x}_j(t) = w_j(t)y_j + 2 \sum_{k=1}^{j-1} w_k(t)y_k(t). \quad (16)$$

The GHA algorithm (14), (15) and SGA algorithm (14), (16) both force successive outputs to learn later principal components by subtracting estimates of the earlier components from the input before the data reaches the learning algorithm, although the outputs are still calculated from the original input data. They both reduce to the Oja rule (11) for a network with single output. Abbas and Fahmy [1] suggested a related approach. After each successive output unit learns its principal component, the effect of that component is removed by subtracting it from the original data. Using the Oja Rule on the modified input data will find the next principal component.

One possible disadvantage with non-symmetrical algorithms is that they force particular roles on particular units. Although the learning proceeds in parallel, in some sense the first unit has to find the first principal component before the second can be extracted, and so on down the chain of output units. Other algorithms have been suggested which attempt to find the principal subspace, i.e. the space spanned by the principal components, rather than the principal components themselves. This is still sufficient to minimize mean square reconstruction error and optimally preserve information [44], [65]: any linear rotation of the output components will not affect these properties. Therefore unless the principal components themselves are needed for a particular application, it may be sufficient to have some other set of vectors which spans the principal subspace.

If only the principal subspace is needed, this can be also achieved with the symmetrical version of the Williams [79] Symmetric Error Correction
algorithm, which is equivalent to Oja’s Subspace Network [55]. In this system, the re-estimator \( \hat{x}_j(t) \) in (15) or (16) is replaced with

\[
\hat{x}_j(t) = \bar{x}(t) = \sum_{k=1}^{M} w_k(t) y_k(t).
\]  

(17)

With the algorithm (14), (17), the network will converge to a set of outputs which span the principal subspace, rather than the principal components themselves, but with the weight vectors \( w_j \) orthonormal at convergence (as they are for the GHA and SGA algorithms).

Oja, Ogawa and Wangiyiwattana [58] modified this algorithm to add an additional symmetry-breaking factor to give

\[
w_j(t + 1) = w_j(t) + \epsilon_j y_j(t) (x(t) - \theta_j \bar{x}(t))
\]

(18)

with \( 0 < \theta_1 < \theta_2 < \cdots < \theta_M \) and \( \bar{x}(t) \) given by (17). This favours lower-numbered units over higher-numbered units, resulting in the true principal components being extracted rather than the just the principal subspace.

**Decorrelating algorithms** An alternative approach to using the re-estimator \( \hat{x}_j(t) \) to remove the effect of other principal components, is to decorrelate successive outputs from earlier outputs. This forces an output to learn to respond to different principal component from other outputs. Rubner and Tavan [66], for example, suggest such a hierarchical decorrelating model with adaptive lateral inhibition from lower-numbered output units to higher-numbered output units (Fig. 2).

The outputs in this system are given by

\[
y_j(t) = w_j(t) x(t) + \sum_{k=1}^{j-1} v_{jk}(t) y_k(t)
\]

(19)

which means that the outputs \( y_j \) are calculated in the order \( y_1, y_2, \ldots, y_M \). Each forward weight vector \( w_j \) is updated according to the Oja Rule (either (9)–(10) or (11)), and with the lateral connections \( v_{jk} \) to output \( y_j \) from \( y_k \) updated according to the simple anti-Hebbian algorithm

\[
v_{jk}(t + 1) = v_{jk}(t) - \epsilon_j y_j(t) y_k(t)
\]

(20)

for \( j > k \). This algorithm for the lateral connections is anti-Hebbian since the weight value decreases (or the inhibition increases) in proportion to the product of the activations of the units at either end.

Again, the output from the first unit \( y_1 \) finds the first principal component, since it is calculated according to the Oja Rule with no decorrelating terms. The inhibition between this unit and \( y_2 \) increases according to (20) until this second output is decorrelated from \( y_1 \), forcing \( y_2 \) to find the second principal component. The third output \( y_3 \) is decorrelated from the previous two, and so on until all \( M \) desired principal components have been extracted in order. Kung and Diamantaras [40] suggested an Adaptive Principal Component Extractor (APEX) which is related to the Rubner and Tavan approach.

**Fig. 2.** PCA network with hierarchical decorrelation of output units.

**Fig. 3.** Fočiťák network with symmetrical decorrelation of output units.
Földiák [20] suggested that units obeying the Oja rule should be decorrelated using a symmetric decorrelating stage (Fig. 3).

which in matrix notation is

\[ y(t) = W(t)x(t) + V(t)y(t) \]  \hspace{1cm} (21)

where the lateral inhibition matrix \( V(t) \) is forced to have zero entries on the diagonal. If the outputs of the network are allowed to settle so that (21) is satisfied, then we get

\[ y(t) = (I - V(t))^{-1} W(t)x(t) \]  \hspace{1cm} (22)

where \( I \) is the identity matrix, provided that all the eigenvalues of \( V(t) \) are less than unity [30]. In practice, it may be sufficient to use the first two terms of the expansion [42]

\[(I - V(t))^{-1} \approx I + V(t) + \cdots \]  \hspace{1cm} (23)

in an artificial system. Once settled, the Oja rule (11) is used to update each forward weight vector, and the lateral connections \( v_{jk} \) are updated with the anti-Hebbian algorithm (20) as for the Rubner and Tavan model, but this time for all the symmetric connections \( j \neq k \). In this network, the lateral connection matrix \( V = [v_{ij}] \) is not forced to be subdiagonal. Note that the update of \( v_{jk} \) is symmetrical, so if \( V \) is initially symmetrical, it will remain so for all \( t \).

Leen [42] analyzed the stability of Földiák’s network, and suggested that the algorithm (20) for the lateral connections be modified to add a term proportional to the lateral connection weight itself

\[ v_{jk}(t + 1) = v_{jk}(t) + \varepsilon_w \beta v_{jk} - \varepsilon_v y_j(t)y_k(t) \]  \hspace{1cm} (24)

or an activity-dependent term

\[ v_{jk}(t + 1) = v_{jk}(t) + \varepsilon_w \left( \langle y_j(t)^2 + y_k(t)^2 \rangle \right) v_{jk} \]

\[ -\varepsilon_v y_j(t)y_k(t) \]  \hspace{1cm} (25)

where the \( \langle y_j(t)^2 + y_k(t)^2 \rangle \) term means that the variance of the output units has to be accumulated as a measure of activity to drive this algorithm. With the latter modification, the weight vectors converge to the principal components themselves, rather than just the principal subspace, provided that \( \varepsilon_v > 2\varepsilon_w \) [42]. Since there is nothing in this system that favours any one output over any other, the principal components found by this system will not appear in any particular order.

**Orthonormalized principal subspace**

Almost all of the previous algorithms are generalizations of the Oja Rule (11), and consequently tend to preserve the variance of the input components at the output. However, this is not necessary from either the information theory or minimum reconstruction error viewpoints, so alternatives are possible.

For example, Plumbley [64] suggested two networks which can extract the principal subspace, but produce uncorrelated equal variance outputs, i.e. \( Q^\top \rightarrow \beta I \).

Having outputs of equal variance is desirable in systems with limited channel capacity, and may facilitate subsequent classification by normalizing the scale of the outputs.

The first (Fig. 4(a)) uses lateral inhibition at the output, similar to the Földiák network (21), but with self-inhibitory connections \( v_{ii} \) allowed. As for that network, we have

\[ y(t) = W(t)x(t) + V(t)y(t) \]  \hspace{1cm} (26)

leading to

\[ y(t) = (I - V(t))^{-1} W(t)x(t) \]  \hspace{1cm} (27)

after settling, but with diagonal entries of \( V(t) \) allowed. Using the algorithm

\[ w_j(t + 1) = w_j(t) + \varepsilon_w (y_j(t)x(t) - \alpha w_j(t)) \]  \hspace{1cm} (28)

and

\[ v_{jk}(t + 1) = v_{jk}(t) + \varepsilon_v (y_j(t)y_k(t) - \beta \delta_{jk}) \]  \hspace{1cm} (29)

where \( \delta_{jk} \) is the Kronecker delta which is 1 when \( j = k \) and 0 otherwise, and \( \varepsilon_v \gg \varepsilon_w \) the outputs will converge to an uncorrelated, equal variance set which spans the principal subspace.
The second network (Fig. 4(b)) uses a set of inhibitory interneurons, and is specified by
\[
\mathbf{y}(t) = \mathbf{W}(t)\mathbf{x}(t) - \mathbf{V}(t)\mathbf{z}(t) \tag{30}
\]
\[
\mathbf{z}(t) = \mathbf{V}(t)^T\mathbf{y}(t)
\]
leading to
\[
\mathbf{y}(t) = (\mathbf{I} + \mathbf{V}(t)\mathbf{V}(t)^T)^{-1}\mathbf{W}(t)\mathbf{x}(t) \tag{31}
\]
after settling. Using the algorithm (28) again for the forward weights, with the algorithm
\[
v_{jk}(t+1) = v_{jk}(t) + \epsilon_v(y_j(t)z_k(t) - \beta v_k(t)) \tag{32}
\]
for the lateral connections, again the algorithm converges when the outputs are uncorrelated, equal variance, and span the principal subspace (provided that \(\epsilon_v \gg \epsilon_w\), and all the selected principal components of the input have variance greater than \(\alpha\) [64]).

**Auto-Encoders** Instead of using one of the many principal subspace algorithms mentioned so far, the Error Back Propagation (‘BackProp’) algorithm can also be used to find the principal subspace [4]. Consider the \(N-M-N\) linear network of Fig. 5 with
\[
y_j(t) = \sum_{i=1}^{N} w_{ji}(t)x_i(t) \tag{33}
\]
\[
z_k(t) = \sum_{j=1}^{M} v_{kj}(t)y_j(t). \tag{34}
\]
If BackProp [67] is used to minimize the mean squared error \(E = \langle |\mathbf{x}(t) - \mathbf{z}(t)|^2 \rangle\) in this system, the units in the hidden layer \(\mathbf{y}\) will become some set of vectors which spans the principal subspace. Note that there is nothing to force the weight vectors \(\mathbf{w}_i(t)\) to be orthogonal: any set of weights which spans the principal subspace is sufficient [4].

In common with other networks which use BackProp, the units in an auto-encoder can have nonlinear activation functions, such as the sigmoid function \(\sigma(a) = 1/(1+\exp(a))\). In this case (33) and (34) become
\[
y_j(t) = \sigma\left(\sum_{i=1}^{N} w_{ji}(t)x_i(t)\right) \tag{35}
\]
\[
z_k(t) = \sigma\left(\sum_{j=1}^{M} v_{kj}(t)y_j(t)\right). \tag{36}
\]
In theory these are capable of more complex behaviour than purely linear networks, and should be able to extract a nonlinear component or hypersurface from the input subspace. However, opinions are divided as to whether this is achieved in practice, and some have argued that a method based on SVD is more reliable, and not susceptible to local minima [12]. A further problem is that the nonlinear hidden layer codes are usually difficult to interpret. Saund [70] and Zemel and Hinton
have explored ways of constraining the hidden unit codes adopted by autoencoder networks to obtain more biologically plausible and/or interpretable representations such as value codes or topographic maps.

2.2. Temporal prediction

The techniques described so far only deal with static patterns. An important characteristic of real-world data such as visual and speech signals is the presence of temporal structure. By discovering ways in which such structure is predictable over time, it is possible to form a compressed representation of the data, and thereby capture its underlying temporal constraints. One way to pose this problem in an unsupervised learning framework is to train a network to predict its input at the next time step based on previous inputs. This is a generalization of the auto-encoder network in which the error signal is $E = \langle |\mathbf{x}(t - 1) - \mathbf{z}(t)|^2 \rangle$. The learned mapping is information-preserving to the extent that each input pattern can be accurately predicted from inputs at previous time steps. The two major techniques for providing temporally varying information to a network are to either use tapped delay lines - making inputs from several time steps available simultaneously, thereby spatializing the time domain - or using recurrent feedback connections; a number of variations on architectures and training methods for these networks are reviewed by Mozer [49]. Unlike delay-line neural networks, recurrent networks are sensitive to information over a potentially infinite time span; however, in practice they have enormous difficulty learning to maintain state information over long time intervals. Schmidhuber [72] and Mozer [48] have proposed two different ways of addressing this problem in recurrent networks.

2.3. Independent Components Analysis

When the input is composed of a combination of independent signals, linear methods such as principal components analysis, in general, are incapable of separating the independent sources. Jutten and Herault [34] developed a learning procedure, INCA, for extracting statistically independent components of the input vector, when the input vector $\mathbf{x}$ is modelled as an additive mixture of unknown independent signal components $\mathbf{x}(t) = \mathbf{Ax}(t)$ where the matrix $\mathbf{A}$ consists of unknown real scalars. A recursive network very much like Foldiak's symmetrical net (Fig. 3) is used to produce outputs $y_k(t) = x_i(t) - \sum_{k \neq i} v_{ik}(t)y_k(t)$ which come to approximate the independent signal components. Using the fact that if all higher order moments of two signals are uncorrelated, the signals are independent, a modified Hebb-rule is proposed:

$$v_{jk}(t) = v_{jk}(t - 1) + e f(y_j(t)g(y_k(t)))$$

This rule decorrelates higher-order moments $f$ and $g$ of the inputs. One choice of functions used in many of Jutten and Herault's simulations, which they claim worked well for most of their test problems, is $f(x) = x^3$, $g(y) = \tan^{-1}(y)$.

2.4. Direct minimization of information loss

The methods discussed above ensure that minimal information is lost in a network mapping by minimizing reconstruction error. A related, but more general approach is to use concepts from information theory. A number of learning procedures have been proposed which minimize the information loss in a network mapping, subject to processing constraints. The common feature of these methods is the preservation of mutual information between the input vector $\mathbf{x}$ and output vector $\mathbf{y}$:

$$I_{x:y} = H(\mathbf{x}) + H(\mathbf{y}) - H(\mathbf{x}, \mathbf{y})$$

where $H(\mathbf{x}, \mathbf{y})$ is the entropy of the joint distribution, $H(\mathbf{x}, \mathbf{y}) = - \int_{\mathbf{x}, \mathbf{y}} p(\mathbf{x}, \mathbf{y}) \log p(\mathbf{x}, \mathbf{y})$. This measure is due to Shannon [74] and tells us the amount of information in $\mathbf{x}$ less the amount remaining in $\mathbf{x}$ when $\mathbf{y}$ is known, or the uncertainty in $\mathbf{x}$ which is accounted for by $\mathbf{y}$ (and vice versa). In the unconstrained noise-free case, all the information can be preserved simply by copying the input. Linsker [44] proposes maximizing the information rate in the presence of processing noise at either the input or output layer (the “Infomax principle”). The information rate for a collection
of linear units with Gaussian input distribution and independent, equal-variance Gaussian noise added to the outputs is:

\[ J = 0.5 \log \left( \frac{|Q'|}{V(n)N} \right) \tag{39} \]

where \(|Q'|\) is the determinant of the covariance matrix of the output vector \(y\) (the signal plus noise) and \(V(n)\) is the noise variance. This results in a tradeoff between maximizing the variances of the outputs, and decorrelating them, depending on the noise level.

The above analyses apply to linear networks. Adding the usual form of sigmoid nonlinearity makes an information-theoretic analysis much more difficult. Linsker [45] shows that adding a “weakly nonlinear” (cubic) input-output relation to the Infomax principle, for certain translation-invariant input distributions, results in a set of units tuned to different spatial frequencies and spatial locations, much like a wavelet representation.

An alternative optimality criterion proposed by Barlow [5] is to find a minimally redundant encoding, which should facilitate subsequent learning. If the encoding of the sensory input vector into an \(n\)-element feature vector has the property that the \(n\) elements are statistically independent, then all that is required to form new associations with some event \(V\) (assuming the features are also approximately independent conditioned on \(V\)) is knowledge of the conditional probabilities \(p(V(y_i))\), for each feature \(y_i\) (rather than complete knowledge of the probabilities of events conditional upon each of the \(2^n\) possible inputs). Thus, such a representation should be useful as a preprocessing stage for a variety of problems.

Barlow proposes that one way to achieve featural independence is to find a minimum entropy encoding an invertible code (i.e., one with no information loss) which minimizes the sum of the feature entropies. In the general case, this problem is intractable. Atick and Redlich [3] have proposed a cost function for Barlow’s principle for linear systems which minimizes the power (redundancy) in the outputs subject to a minimal information loss constraint. This is closely related to Plumbley’s [63] objective function, which minimizes the information loss subject to a fixed power constraint, and for which a simple Hebbian learning scheme is derived. Schmidhuber [71] has proposed several ways of approximating Barlow’s minimum redundancy principle in the general case, for nonlinear networks. Without the Gaussian assumptions, this implies a much stronger result of statistically independent, rather than just decorrelated, outputs. Schmidhuber’s learning scheme is rather complex, however, and appears to be subject to oscillations and local minima.

2.5. Applications

Many of the applications for PCA and subspace methods are related to data compression or preprocessing of speech [18], [12] or images [15]. Sanger, for example, used his GHA network for image compression [69]. He also extended this to nonlinear units with a rectification nonlinearity, which he used to discover stereo disparity in random dot stereograms.

Leen, Rudnick and Hammerstrom [43] used PCA networks for signal pre-processing and found improved classification performance. Karhunen and Joutsensalo [36] use the SGA principal subspace algorithm for frequency estimation. They suggest that an update factor of \(\epsilon \approx 1 / (0.5|\mathbf{x}(t)|^2)\) gives good initial convergence, with \(\epsilon\) decreasing with \(1/t\) after the first few cycles.

An alternative application of subspace methods is for more direct classification. Oja [55] allows a network to learn one subspace per class, with modifications to the learning algorithms to make sure the subspaces differentiate between classes. When classifying, the class with the closest subspace to the input vector (calculated from its projection into each subspace) is the ‘winner’. He used this approach to classify Brodatz image textures.

Temporal sequence predictors have been applied to a range of prediction problems. Recurrent networks have been used predominantly for symbolic tasks in which the goal is to represent discrete hidden variables by extracting temporal structure. For example, Elman [17] has used simple recurrent networks to infer grammatical structure from sentences. Mozer [49] has applied recurrent networks with multiple time decay constants to the problem of extracting musical structure at
multiple time scales by predicting notes in a musical score.

The tapped-delay-line method has been used successfully on real-valued, noisy signal prediction problems such as chaotic time series prediction [41], [78]. The key to selecting the appropriate architecture for a temporal problem is to have an appropriate characterization of the problem in advance. For example, if the problem requires explicit knowledge of previous real-valued inputs within a short time window, the time-delay architecture is appropriate. If the problem requires only a few bits of history information over arbitrarily long time periods, a small number of hidden units with recurrent connections can be used to learn these “hidden state variables”. Accurate real-valued state information is difficult to maintain over time in recurrent networks unless a very large number of hidden units are used.

Jutten and Herault [34] applied their independent components analysis algorithm to images of sloped handwriting. When random samples of (x, y) points were used as input, a two-neuron network was able to remove the dependence between the input coordinates, resulting in output images consisting of unsloped text. Further, in a companion paper, Jutten and Herault [35] demonstrated the success of the algorithm on a number of difficult synthetic nonlinear source separation problems.

3. Density Estimation Techniques

Rather than trying to retain all of the information contained in the input, we could try to develop a more abstract representation by characterizing its underlying probability distribution. This approach can lead to useful features for classification or other subsequent learning tasks. Many standard statistical methods fall under the category of density estimation techniques, and several unsupervised learning procedures can be viewed in this way. (In fact, the techniques discussed here under the category of density estimation might more specifically be characterized as maximum likelihood parameter estimation methods.) The general approach is to assume a prior model which constrains the general form of the probability density function, and then to search for the particular model parameters defining the density function most likely to have generated the observed data. This approach can be mapped onto an unsupervised learning problem if we treat the network weights as the model parameters, and the overall function computed by the network as being directly related to the density function.

3.1. “1-of-n encodings”: Mixture models and competitive learning

One possible choice of prior model is a mixture of Gaussians. The underlying assumption in this case is that each data point was actually generated by one of n Gaussians having different means \( \mu_i \), variances \( \sigma_i^2 \), and prior probabilities or mixing proportions \( \pi_i \). Fixing the model parameters \( \mu_i \), \( \sigma_i \), and \( \pi_i \), we can compute the probability of a given data point \( \mathbf{x} \) as follows:

\[
p(\mathbf{x} | \{ \mu_i \}, \{ \sigma_i \}, \{ \pi_i \})
= \sum_{i=1}^{n} \pi_i p_i(\mathbf{x}, \mu_i, \sigma_i)
\]  

(40)

where \( p_i(\mathbf{x}, \mu_i, \sigma_i) \) is the probability of \( \mathbf{x} \) under the \( i \)th Gaussian. Applying Bayes’ rule, we can also compute the probability that any one of the Gaussians generated the data point \( \mathbf{x} \):

\[
p(\mathbf{x} | \{ \mu_i \}, \{ \sigma_i \}, \{ \pi_i \})
= \frac{\pi_i p_i(\mathbf{x}, \mu_i, \sigma_i)}{\sum_{j=1}^{n} \pi_j p_j(\mathbf{x}, \mu_j, \sigma_j)}
\]  

(41)

Given these probabilities, the model parameters can be adapted by performing gradient ascent in the log likelihood of the data given the model, \( \log(L) = \sum \log(p(\mathbf{x} | \{ \mu_i \}, \{ \sigma_i \}, \{ \pi_i \})) \). The EM algorithm [16] alternately applies equation (41) (the Expectation step) and adapts the model parameters (the Maximization step) to converge on the maximum likelihood mixture model of the data.

Competitive learning procedures [76], [22], [37], [14], [68] are used primarily for clustering. The general idea underlying competitive learning is to induce a competition between units’ responses, either by a winner-take-all activation function or with lateral interactions, so that only one unit in each competitive cluster tends to be active at a time. Typically only the winning unit learns on each case, by moving its weight vector closer to
the current input pattern. For example, Rumelhart and Zipser’s [68] version of competitive learning sets the activity of the winning unit (the one with the greatest total input, \( x_j \)) to one, and the rest to zero, and uses the following learning rule:

\[
w_{ji}(t + 1) = w_{ji}(t) + \varepsilon \left( \frac{x^2_i}{\sum_k x^2_k} - w_{ji}(t) \right)
\]

\[
= \begin{cases} 
\varepsilon \left( \frac{x^2_i}{\sum_k x^2_k} - w_{ji}(t) \right) & \text{if unit } j \text{ wins} \\
0 & \text{otherwise}
\end{cases}
\] (42)

By redistributing some proportion \( \varepsilon \) of the unit’s weights to the weights on its active input lines, this rule maintains the constraint that \( \sum_i w_{ji} = 1 \), for each unit \( j \). Each unit is performing gradient descent in the squared distance between its weight vector and the patterns nearest to its weight vector (subject to a unit length constraint), which in the batch version is equivalent to the standard k-means clustering algorithm. Nowlan [53] has pointed out that this standard version of competitive learning is closely related to fitting a mixture of Gaussians model, with equal priors \( \pi_i \) and equal variances \( \sigma_i^2 \). Using the EM algorithm, every unit (not just the winner) would adjust its mean according to its distance to the current input vector, but in proportion to the probability that its Gaussian model accounts for the current input (equation (41)). Competitive learning approximates this step by making a hard (one-in-"nary") decision as to which unit accounts for the input. Thus, the same learning rule applies, except that the proportional weighting is replaced by an all-or-none decision. So hard competitive learning can be viewed as a mixture of Gaussians estimation procedure using infinitesimally small variances.

Nowlan [52, 53] proposed a “soft competitive learning” model for neural networks. Rather than only allowing the winner (or winning neighborhood) to adapt, each unit can adapt its weights for every input case, in proportion to how strongly it responds on a given case, \( P_i(x(t), \mu_i, \sigma_i) \):

\[
\mu_i(t) = \frac{\kappa_i(t - 1) \mu_i(t - 1) + P_i(x(t), \mu_i, \sigma_i) x(t)}{\kappa_i(t - 1) + P_i(x(t), \mu_i, \sigma_i)}
\]

(43)

The variances can be adapted similarly. This is an online version of the EM algorithm for Gaussian densities with equal priors, and adaptive means and variances. Neal and Hinton [51] have shown that incremental variants of EM perform gradient descent in a global energy function; they treat Nowlan’s algorithm as a special case of these, and show that it performs approximate gradient descent.

An appealing aspect of the soft competitive learning algorithm is that it can be generalized to incorporate arbitrary prior information such as supervisory signals, as in the “competing experts” model of Jacobs et al. [32]. Jordan and Jacobs [33] show how to generalize the competing experts framework to discover a hierarchical decomposition of structure in the input.

One useful variation on competitive learning is to define a neighborhood relation among the units, for example, by arranging them on a two-dimensional lattice; each unit then learns in proportion to its distance from the winning unit [76], [37]. This forces the competing units to form a topographic mapping in which nearby points in the input space are mapped to nearby points in the neighborhood space. In Kohonen’s model of unsupervised topological map formation [37], [38] a set \( N_i(t) \) is defined for each unit \( i \), determining those units within its neighborhood. The “winning unit” \( c \) is the one for which the Euclidean distance between its weight vector and the current input vector is minimal. Every unit within the winner’s neighborhood, \( N_c \), adapts its weights according to the following learning rule:

\[
w_{ji}(t + 1) = w_{ji}(t) + \varepsilon (x^2_i - w_{ji}(t))
\]

\[
= \begin{cases} 
\varepsilon (x^2_i - w_{ji}(t)) & \text{if unit } j \in N_c \\
0 & \text{otherwise}
\end{cases}
\] (44)

If both the learning rate \( \varepsilon \) and the neighborhood size shrink gradually over the course of learning, the units’ responses tend to become distributed evenly over the input probability distribution. The neighborhood set \( N_c \) can be replaced by a continuous function \( N(i,j) \) of the distance between units \( i \) and \( j \) in the lattice; this leads to smoother learning. For neighborhoods of size 1, like standard competitive learning, Kohonen’s algorithm is equivalent to k-means clustering [38]. For larger neighborhoods, the algorithm is a gen-
eralization of k-means which adapts each weight toward the centre of its own cluster of patterns and its neighbors' clusters, resulting in an ordered mapping that tends to preserve the topological structure of the input distribution. Luttrel [46] has shown how Kohonen's algorithm can be viewed as a variant of minimum distortion vector quantization (MDVQ). If we interpret the weight vector of the winning unit as the predicted input, \( \hat{x} = w_c \), then the distortion or reconstruction error is just

\[
D = |x - \hat{x}|
\]

Now suppose there is an additive noise process \( \pi \) which distorts the output of units, making it impossible to determine with complete certainty which output was the winner. Then each unit will contribute to the distortion error, as a function of its distance to the winner:

\[
D = \sum_i \pi(y_i - y_c)|x - \hat{x}|
\]

This noisy version of MDVQ is equivalent to Kohonen's algorithm, where \( \pi \) is the neighborhood function; within the same framework, Luttrel [46] goes on to generalize the Kohonen algorithm to perform hierarchical MDVQ. In summary, like the hard competitive learning model, Kohonen's algorithm can be viewed as a version of the mixture of Gaussians model with infinitesimal small variances, with the addition of a noise process distorting our estimates of the probabilities of each Gaussian capturing the data.

Fukushima's Neocognitron [23] generalizes standard (hard) competitive learning to form a multi-resolution hierarchy of translation-invariant feature detectors. This network has produced impressive results on translation- and scale-invariant character recognition. The architecture of the network is as follows: each layer is organized along two dimensions, 1) into "planes" of units having different receptive fields but weights constrained to be identical, and 2) into "columns" of units having overlapping receptive fields but different weights. Units in higher layers receive input from a spatially localized region of units (in all planes) in the layer below, hence a hierarchy of receptive fields of different spatial scales is formed. The details of the unit activation functions are rather complex; the essential features of the model are that 1) units within a column compete to respond via lateral inhibition, and 2) units within a spatially localized region within a plane transmit the "inclusive or" of their responses to the next layer up. Hence, if the feature encoded by a particular plane is detected anywhere in the input "retina" it gets transmitted to the next layer up but with some loss of spatial localization. As in competitive learning, the winning unit within a competing cluster (column) moves its weights toward its current input; additionally, the other units in the plane perform identical weight updates. Note that it is possible for multiple planes to adapt simultaneously on a given case. Thus, the Neocognitron is another variation on density estimation, that is, it is equivalent to hard competitive learning with the addition of equality constraints between weights of corresponding units in different competing clusters having identical receptive fields.

3.2. Combinatorial representations

A major limitation of mixture models and standard competitive learning schemes is that they employ a 1-of-n encoding, in which a single unit or model is assumed to have generated the data. A multiple causes model is more appropriate when the most compact data description consists of several independent parameters (e.g. color, shape, and size of an object in a visual scene).

Mozer [47] has proposed a distributed version of competitive learning for binary units that discovers multiple classifications of the data. Each layer of competing units receives as input the reconstruction error from the previous layer, and performs clustering on that error. Mozer shows that this scheme can be used to discover useful distributed binary features for image compression.

A more general way to learn arbitrary probability distributions over data is with the stochastic Boltzmann Machine (SBM) [29], or its computationally more efficient cousin the Deterministic Boltzmann Machine (DBM) [61]. The DBM is considerably faster to train, as the mean field approximation eliminates the stochasticity in both the annealing process, and the sampling of the equilibrium correlation statistics. Theoretically one could train an unsupervised DBM exactly as
for the SBM. Unfortunately, the mean field approximation used in DBMs is not particularly useful in this case; a DBM cannot form an adequate representation of the unclamped distribution, as all 2^n states of the n units are represented by a single mean state [25]. Peterson and Hartman [62] suggest one way around this problem. In the negative phase, only a random subset of the units are left unclamped. Using this method, they showed that the network was able to learn a set of random patterns, and perform pattern completion when partially specified or noisy patterns were presented.

Freund and Haussler [21] describe an efficient way to train SBMs unsupervised. The goal is to learn the “hidden causes” of a collection of patterns, with each hidden unit representing one hidden cause. They use a restricted architecture, allowing only between-layer connections, so that when all of the visible units are clamped, no setting is required. For this case, they derive an algorithm for efficiently computing the absolute probabilities of each input state, summed over every possible state of the hidden units. This leads to a single-phase learning procedure which maximizes the absolute probability of training patterns. The network thereby learns to adopt hidden unit states which are good generators of the input pattern set. However, as the model has only a single hidden layer, it could take exponentially many hidden units to model an arbitrary probability distribution (Radford Neal, personal communication). Neal [50] presents a more general way of modeling the probability distribution of a pattern set in a multilayer stochastic “connectionist belief network”, which falls within the class of Pearl’s belief networks [59]. As it is not restricted to single layer networks, it should be able to model complex distributions with fewer parameters, although with a high price in learning time.

3.3 Applications

Variations on soft competitive learning, also referred to as radial basis function (RBF) networks, are now being widely used to preprocess speech data. A common technique is to use unsupervised learning to adapt the Gaussian means (the mixing proportions are subsequently thrown out), and then add a second layer of linear units which are trained via supervised learning to discover optimal linear combinations of the Gaussian unit outputs to perform classification. For example, Nowlan [52] showed that this method is superior to the traditional “hard competitive learning models” on two classification tasks, hand-written digit and vowel recognition. Jordan and Jacobs [33] applied the hierarchical version of the competing experts model in a set of competing auto-encoder networks that learn a hierarchical classification of leaf morphology data.

Kohonen [38] has applied his algorithm to preprocessed speech data, and found that the clusters found by units usually correspond to phonemes. The sequences of these “quasi-phonemes” produced by processing a sequence of time slices of the speech signal can be viewed as an ordered trajectory through a “phonological map”, indicating that the network has learned to represent similar sounds at nearby locations in the map. In applications where clustering is an appropriate pre-processing stage, Kohonen’s algorithm is easy to implement and tends to be less sensitive to initial conditions compared to standard competitive learning; the latter is prone to greedy behaviour, where a subset of the competing units capture all of the patterns initially, and the other competitors are thus prevented from ever learning.

The Neocognitron has been applied to simple character recognition problems [24]. Because of the equality constraints implicit in the learning procedure, the model is able to learn classes which are somewhat scale- and shift-invariant. Thus, the algorithm has proven to be able to discriminate nonlinearly separable pattern classes by building in translation-invariance of feature detectors.

The methods proposed by Freund and Haussler [21] and Neal [50] are both of theoretical interest, and could have potential applications in unsupervised higher-order feature discovery for classification. Their efficient use of such methods in real-world applications, however, remains to be demonstrated.

4. Feature extraction methods

The methods discussed in the previous two sections are based on the goal of characterizing as ac-
accurately as possible the input patterns, or the underlying distribution which generated them. This is a reasonable first step in extracting useful structure from data, assuming minimal prior knowledge. Often real-world data is redundant and noisy, so general methods like clustering or principal components are useful for improving the signal to noise ratio and achieving data compression. But how can unsupervised learning be applied beyond these preprocessing stages, to extract higher order features and build more abstract representations? One approach is to build in more sophisticated prior models; we have already seen several examples of this approach (e.g., Freund and Haussler’s [21] and Neal’s [50] methods). Another approach is to restrict our search to particular kinds of structure. If we can make constraining assumptions about the kind of structure we are looking for, we can build these constraints into the network’s architecture and/or objective function and thereby develop more efficient, highly specialized learning procedures. In this last section, we consider several examples of learning procedures based on the idea of learning particular features of the data.

4.1. Maximally “selective” projections

Bienenstock, Cooper and Munro [11] proposed a learning rule (commonly referred to as the BCM rule) which results in a form of temporal selectivity of a single unit with respect to some particular environment. They proposed the following measure of selectivity, which depends on the ratio of the unit’s mean response over all inputs to its maximal response:

$$\text{Sel}(y_j) = 1 - \frac{\overline{y}_j}{\text{max}(y_j)}$$  \hfill (47)

The ideal unit, by this measure, gives a maximal response to one particular pattern, and very low responses to the other patterns. To achieve this, the authors proposed a family of Hebb-like learning rules which satisfy:

$$\dot{w}_{ji} = \Phi(y_j, \overline{y}_j)y_i - \epsilon w_{ji}$$  \hfill (48)

where $\dot{w}$ denotes the rate of change of $w$ over time, $\overline{y}_j$ is the mean output, and $\Phi$ must satisfy:

$$\text{sign} \left( \Phi(y_j, \overline{y}_j) \right) = \text{sign} \left( y_j - \left( \frac{\overline{y}_j}{c_o} \right)^p \overline{y}_j \right)$$

if $y_j > 0$

and

$$\Phi(0, \overline{y}_j) = 0 \quad \text{for all } \overline{y}_j$$  \hfill (50)

where $p$ and $c_o$ are positive constants, and units’ activities are always positive. This learning rule led to the development of tight orientation tuning curves for units, using simple oriented line patterns as inputs. Intrator [31] has proposed a related objective function for maximizing selectivity, which causes a unit to discover projections of the data having bimodal or multi-modal distributions. Intrator’s objective function for units with a sigmoidal nonlinearity $\sigma(x)$ is:

$$-\frac{\mu}{3} \left\{ \sigma^3(\mathbf{x} \cdot \mathbf{m}) - E[\sigma^2(\mathbf{x} \cdot \mathbf{m})] \sigma(\mathbf{x} \cdot \mathbf{m}) \right\}$$  \hfill (51)

where the threshold of a unit is set to $E[\sigma^2(\mathbf{x} \cdot \mathbf{m})]$. When applied to a group of units which inhibit each other, this leads to the discovery of multiple features in the data. Intrator discusses the relation of this method to exploratory projection pursuit. The method tends to discover projections having a non-Gaussian, or skewed distribution which may be useful as features for certain classification problems.

4.2. Statistical dependencies between the inputs

The GMAX algorithm [60] is based on the goal of redundancy-detection. It causes a unit to discover statistical dependencies between its input lines by maximizing the difference between the output distribution of the unit, $P$, in response to structured input, and the distribution, $Q$, that would be expected if the input lines were independent. Using probabilistic binary units, the asymmetric divergence between these two distributions is maximized:

$$G = P \log \frac{P}{Q} + (1 - P) \log \frac{1 - P}{1 - Q}$$  \hfill (52)
In general, it is not feasible to calculate $Q$ explicitly, as it requires sampling all $2^n$ possible states of the $n$ input units. Pearlmuter and Hinton approximate the expected value of the output $y$ under the distribution $Q$ by simulating a "negative learning phase" (somewhat analogous to that of the Boltzmann machine) in which input patterns with independent components are generated. When a unit is trained in this manner on images of oriented bars, it learns centre-surround receptive fields much like those learned by Linsker's Hebbian network. Unfortunately, there is no straightforward generalization of the GMAX principle to multiple output units. Pearlmuter and Hinton propose two possible approximations: adding an extra term to the objective function which minimizes the correlation coefficient between the outputs of units, and a mechanism of mutual inhibition. The former would encourage units to learn statistically independent features, whereas the latter would encourage the discovery of mutually exclusive features. Although the GMAX principle may have limited applicability to general problems in the binary case (because of the sampling problem mentioned above), it is possible to apply the same principle in the continuous (Gaussian) case, as described in the next subsection; this results in an interesting algorithm which should be applicable to multi-layer nonlinear networks.

4.3. Invariant features

It has been suggested that the computation of invariant features about the world plays a fundamental role in human pattern recognition. This suggests that a reasonable goal of unsupervised learning is to develop invariance detectors: units that discover features of the input distribution which exhibit some form of invariance (e.g., a unit that finds a nontrivial linear combination of its inputs which is always zero). One attractive aspect of this view is that the actual output of an invariance detector would represent the extent to which the current input violates the network's model of the regularities in the world. This is an efficient way of transmitting information about the current input.

Several algorithms for learning invariant features of the input have been proposed. Kohonen and Oja [39] proposed a learning algorithm for a single unit which acts as a "novelty detector," by responding best to patterns which are orthogonal to the principal subspace of the input distribution. Fallside [19] proposed a learning procedure which implements a linear prediction filter: a unit receives inputs representing the values of a signal at several time frames, and tries to make its output zero by computing the sum of the signal at the current time slice and a linear combination of the signal values at previous time slices. Atick and Redlich [2] proposed an equivalent learning procedure for a spatial predicting unit, to model the development of retinal ganglion cell kernels. The latter two methods could both be applied in the nonlinear case as well; these methods are closely related to Gmax, described in the next subsection.

Becker [6] has shown that a continuous generalization of GMAX for Gaussian input distributions results in an invariance detector that minimizes the ratio of its output variance divided by the variance that would be expected if the input lines were independent (the sum of the variances of the inputs):

$$\frac{V(y_i)}{\sum_j w_{ij} V(y_j)} \quad \text{(53)}$$

where $y_i = \sum_j w_{ij} y_j$. Although this analysis assumes that the output $y_i$ is a linear function of the inputs $y_j$, the inputs could themselves be the outputs of nonlinear hidden units, resulting in a multi-layer learning procedure for discovering higher-order invariants.

This algorithm is further generalized to apply to a group of units which form a mixture model of different invariant properties of the input patterns [6]. Schraudolph and Sejnowski [73] propose a closely related learning scheme, combining a variance-minimizing anti-Hebbian term and a term that prevents the weights all converging to zero. They show that a set of competing units can thereby discover population codes for stereo disparity in random dot stereograms. Bell [10] has proposed an energy-minimizing algorithm for a single axon that leads to an anti-Hebbian learning rule that predicts the evolution of ion channel densities; this allows an axon to redistribute chan-
nels so as to efficiently process recurring spatio-temporal patterns.

4.4. Spatially coherent features

Becker and Hinton [8] proposed that a good objective function for unsupervised learning is to discover properties of the sensory input that exhibit coherence across space and time. The Imax learning procedure [8] does this by maximizing the mutual information between the outputs, \( y_a \) and \( y_b \), of network modules that receive input from different parts of the sensory input (e.g., different modalities, or different spatial or temporal samples), as shown in Figure 6. To compute the entropies in \( I_{y_a:y_b} = H(y_a) + H(y_b) - H(y_a, y_b) \), constraining assumptions about the distributions of \( y_a \) and \( y_b \) must be made.

In the discrete binary case, the expected outputs of two units can be approximated, as can their joint probabilities, by sampling over the input ensemble. The entropies can then be computed analytically:

\[
H(y_i) = -\langle \log p_i \rangle = -p_i \log p_i - p_\tau \log p_\tau
\]

where \( p_i = <y_i> \) is the expected value of the \( i \)th unit's output averaged over the fluctuations for each training case and also over the whole ensemble of cases (when \( y_i \) is treated as a stochastic binary variable), and \( p_\tau = <1 - y_i> \). The following learning rule is then obtained by differentiating \( I_{y;w} \):

\[
\Delta w = \sum_\alpha \varepsilon \frac{\partial I_{y;w_\alpha}}{\partial \tilde{p}_i} \frac{\partial \tilde{p}_i}{\partial w}
\]

\[
= -P^\alpha \left[ \log \frac{p_i}{p_\tau} - p_j^\alpha \log \frac{p_{ij}}{p_{ij}} \right]
- p_j^\alpha \log \frac{p_{ij}}{p_{ij}} 
\]

where \( p_i^\alpha \) is the expected output of the \( i \)th unit on training case \( \alpha \), \( P^\alpha \) is the probability of training case \( \alpha \), and \( p_{ij} = <y_i y_j> \), etc. This learning rule can be applied to two multi-layer modules to learn features that are not linearly separable, such as the shift in random binary shift patterns [6]. The two modules receive as input random binary patterns in which the left half is a shifted version of the right half. The inputs to the two modules are unrelated apart from having the same shift. Unfortunately, at least on this particular problem, the binary version of Imax has a tendency to become trapped in local maxima, because the objective function encourages units to become very strongly binary (and hence, to develop very large weights).

One way to extend Imax to handle multi-valued spatially coherent features is to maximize the mutual information between two discrete \( n \)-valued variables rather than binary variables. A set of \( n \) units can be forced to represent a probability distribution over the \( n \) states of a discrete random variable \( A \in \{ a_1, \ldots, a_n \} \), by adopting states whose probabilities sum to one. This can be done, for example, by using the “softmax” activation function suggested by Bridle [13]:

\[
P(A = a_i) = \frac{e^{x_i}}{\sum_{j=1}^n e^{x_j}}
\]

where \( x_i \) is the total weighted summed input to the \( i \)th unit. The mutual information between two \( n \)-valued variables, \( A \) and \( B \), can be computed in a straightforward manner, once we know the probabilities of each value of \( A \) and \( B \), as well as all the pairwise probabilities:

\[
I_{A,B} = - \sum_i P(A = a_i) \log P(A = a_i)
- \sum_j P(B = b_j) \log P(B = b_j)
\]

\[
\]
\[ \sum_{ij} P(A = a_i, B = b_j) \log P(A = a_i, B = b_j) \]

This is a straightforward generalization of the binary case, and similar learning rules can be derived [6].

Under Gaussian assumptions, a simpler objective function for Imax learning can be derived. If we assume that both modules receive input that is caused by some common underlying signal \( s \) corrupted by independent Gaussian noise in each input patch, and that the modules transform the input into outputs \( y_a \) and \( y_b \) that are each noisy versions of the signal, \( y_a = s + n_a; y_b = s + n_b \), then:

\[ I = 0.5 \log \frac{V(y_a + y_b)}{V(y_a - y_b)} \]  \hspace{1cm} (57)

where \( V \) stands for variance. This measure tells how much information the average of \( y_a \) and \( y_b \) conveys about the common underlying signal, i.e., the feature which is coherent in the two input samples.

Multi-dimensional features The continuous version of Imax can be generalized to extract multiple parameters, \( y_a \) and \( y_b \), that each represent multi-dimensional Gaussian signals with independent additive Gaussian noise. In this case, the following objective function can be maximized:

\[ I_{y_a+y_b, signal} = 0.5 \log \frac{|Q_{y_a+y_b}|}{|Q_{y_a-y_b}|} \]  \hspace{1cm} (58)

where \( y_a \) and \( y_b \) are parameter vectors extracted from neighboring patches, \( Q \) is a covariance matrix and \( |Q| \) its determinant. Zemel and Hinton [81] have explored applications of this method to visual object recognition problems.

4.5. Applications

Intrator has demonstrated his nonlinear multi-unit version of the BCM rule on speech data having dimensionality as large as 5500; compared to supervised BackProp, the algorithm “... is able to find a richer, linguistically meaningful structure, containing burst locations and formant tracking of the three different stops that allowed a better generalization to other speakers and to voiced stops.” (Intrator [31], pp. 105).

The multi-valued discrete version of Imax has been successfully applied in single-layer networks to toy problems such as extracting combinations of spatial frequency and phase in sinusoidal intensity patterns [6]. It has also been applied, with limited success, by Lapedes and Steeg to the much more difficult problem of extracting mutually predictable features from protein sequences and their three-dimensional descriptions (Evan Steeg, 1993, personal communication); here, however, the method seemed to be prone to getting trapped in local optima.

The continuous version of Imax has mainly been applied to toy problems of sufficient complexity that they could not be solved by a single layer or linear network. For example, on the binary shift problem, it performs extremely well, and getting stuck in local minima does not seem to be a problem. It has also been applied successfully to continuous higher-order feature extraction problems such as learning to represent stereo disparity and surface curvature in random dot stereograms [8]. Under a mixture model of the underlying coherent feature, the algorithm can be extended to develop population codes of spatially coherent features such as stereo disparity [8], and to model the locations of discontinuities in depth [9]. Finally, it has been applied to temporally varying patterns to classify temporally coherent objects over time [7].

Zemel and Hinton [81] have applied the multi-dimensional version of Imax to the problem of learning to represent the viewing parameters of simple synthetic two-dimensional objects. The learning procedure tries to extract multiple features from an image patch which are uncorrelated with each other, as well as being good predictors of the feature vector extracted from a neighboring patch. The method is potentially more powerful than linear methods such as principal components analysis, because the network can compute arbitrary nonlinear transformations in order to extract these features. One difficulty with the method is the practical limitations of computing determinants of ill-conditioned matrices. Another
drawback is that the representation learned by the algorithm, at least on the “viewing parameters” problem, is not all that simple. The features the network learns to represent are typically each nonlinear combinations of the viewing parameters (e.g., scale, location, and size), which cannot easily be interpreted by themselves.

Source Separation One promising real-world application for fmax and related methods is in signal separation, or contrast enhancement of two sources. This problem is complementary to coherence detection: rather than discovering the common underlying signal, we want to factor out the separate components in the two sources. One way to do this is to try to extract features having minimal mutual information; however, we must rule out trivial solutions in which the features convey no information at all. Ukrainec and Haykin [75] have proposed minimizing equation (57), adding a penalty term $\rho|Q|^2 - 1$ to prevent degenerate solutions, where $y = [y_a, y_b]$. Ukrainec and Haykin have applied this idea successfully to the problem of detecting distinctive features in a pair of orthogonally polarized radar detectors; the goal was to detect a reflector target in the dual polarized radar images. By learning the appropriate nonlinear mapping, this method was able to outperform standard linear preprocessing using PCA. Note that an alternative algorithm for source separation by Jutten and Herault [34] was discussed in section 2.3.

5. Conclusions

Unsupervised learning procedures have been applied to many real-world problems to reduce noise, compress data, and extract useful features for subsequent classification. We have attempted to provide a survey of the most widely used and successful of these methods, and to highlight methods that show promise for future work. The major challenge for future research in this area is to develop more powerful learning procedures which can extract nonlinear features that are applicable to a variety of signal classification problems.
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